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A smart speaker is a speaker with 
a built-in microphone that allows 
users to interact with other smart 
devices or internet services using 
their voice.

The brain that makes the smart 
speaker smart is the virtual 
assistant. A virtual assistant is a 
software service that takes the voice 
of the user as its input, identifies 
a command or question, interacts 
when necessary with other services 

and provides a spoken response.

Users say a wake-up expression 
to activate the virtual assistant, 
such as Alexa, or OK Google. Unless 
turned off by users, smart speaker 
microphones are switched on 
continuously in order to detect 
wake-up expressions. To indicate 
to users when the smart speaker 
is recording voice data, the device 
switches on a light.

Ever since Alan Turing published his paper 
Computing Machinery and Intelligence in 1950, 
computer scientists have tried to get machines 
to mimic human behaviour and make them 
as intelligent or as smart as human beings, by 
having them play imitation games.

Turing raised the question: Can machines think? 
He suggested that something “resembling 
thinking” could be achieved if we provide the 
machine with the best sense organs that money 
can buy, and then teach it to understand and 
speak English. This is the main reason why we call 
modern machines with some imitation capacity 
smart devices.

Today, a new generation of speaking devices 
interact with us in human-like ways to execute 
simple tasks and answer questions, and not only 
in English. How is this possible?

I. What is a Smart Speaker? What is a virtual assistant? 
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There are other smart speaker vendors, but all their devices rely on the virtual assistants listed above, 
or on Microsoft’s Cortana.

The number of smart speakers sold in the USA until January 2019 was 66.4 million. The smart speaker 
market is also growing in China, Europe and worldwide. Most smart speaker owners have more than 
one speaker and install them in different rooms in their home.

The current generation of smart speakers typically have built-in functionalities to search for 
information on the internet, play music, make phone calls and manage lists. They may also allow for 
new functionalities and extensions, such as controlling a smart door lock, by installing third-party 
developed software, through Alexa’s skills or Google Home’s actions, for example.

Most popular smart speaker and virtual assistants

Vendor

Amazon

Google

Alibaba

Baidu

Xiaomi

Apple

Device

Amazon Echo, Echo plus and Dot

Google Home

AliGenie XL

Raven H and R, Xiaodu Zijia

Mi AI speaker

Homepod

Virtual Assistant

Alexa

Google Assistant

Genie AI

DuerOS

Xiao AI

Siri
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https://voicebot.ai/2019/03/07/u-s-smart-speaker-ownership-rises-40-in-2018-to-66-4-million-and-amazon-echo-maintains-market-share-lead-says-new-report-from-voicebot/
https://www.geekwire.com/2018/smart-speaker-sales-take-off-globally-consumer-appetite-novel-uses-fickle/
https://voicebot.ai/2019/03/15/5-percent-of-dutch-households-adopt-smart-speakers-in-just-4-5-months-google-home-is-the-leader/
https://www.idc.com/getdoc.jsp?containerId=US44436418&pageType=PRINTFRIENDLY#US44436418-T-0003
https://voicebot.ai/2019/02/20/amazon-increases-global-smart-speaker-sales-share-in-q4-2018-while-googles-rise-narrows-the-gap-and-apple-declines/
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II. What are the data protection issues?

Until now, user interaction with most technology was mainly visual and tactile. Smart speakers and virtual 
assistants use voice as the main means of interaction. In our preliminary understanding, this poses several 
data protection challenges to most of the existing smart speakers and virtual assistants.

Lack of transparency

Ensuring that all users are 
clearly informed about 
the data controllers and 
processors involved in the 
processing, the types of data 
processed – such as the user’s 
voice, location and usage 
history - or the purposes of 
the processing, is very difficult. 
For example, once a smart 
speaker is up and running, 
it is unlikely that users other 
than the person who installed 
the device will have read the 
written notices that came with 
the device.

Without transparency, 
personal data collected by 
smart speakers could be 
misused for purposes that go 
far beyond user expectations. 
For example, newly patented 
technologies aim to infer 
health status and emotional 
states from a user’s voice and 
adapt the services provided 
accordingly.

Excessive data retention

It is not easy for users of 
smart speakers to find out 
how long their data will be 
stored. Users are generally left 
with the task of deleting any 
data the virtual assistant has 
processed and kept. In some 
cases, it might not even be 
possible to delete all of the 
data stored. Depending on the 
virtual assistant, the deletion 
function might only partially 
delete the data, deleting only 
voice data, for example.

Lack of an appropriate consent 
management mechanism

Smart speakers process the 
data of voices recorded by 
their microphones, whether 
these voices are one of 
the intended users or not. 
There is no mechanism yet 
to prevent a smart speaker 
from processing the data of a 
specific individual.

When it comes to processing 
children’s data, there seems 
to be no way of ensuring 
that the person with parental 
responsibility has provided 
their consent. Parental 
controls are available to a 
certain degree but in their 
current form they are not user 
friendly. More alarmingly, 
there are already reports that 
voice recordings of children 
are being used to create 
voiceprints that could be 
used to identify them when 
detected by other devices in 
other locations.

Repurposing of data

By analysing data collected 
via smart speakers, it is 
possible to know or infer user 
interests, schedules, driving 
routes or habits. All this 
data could be used, without 
people knowing, for profiling 
and to provide unsolicited 
personalised services, such as 
advertising or modified search 
results.

Processing without consent

Smart speakers can mistakenly 
detect a spoken expression as 
their wake-up expression and 
therefore process personal 
data without user consent.

The wake-up expression can 
be changed and an individual 
who is not aware of this 
change could accidentally 
switch on the smart speaker.

Security of personal data

Current smart speaker and 
virtual assistant designs do 
not offer yet proper access 
control to personal data. 
Authentication by voice 
recognition is optional and 
does not allow for control of 
access to personal data by all 
services. If it is not using voice 
recognition, access control 
relies on an optional PIN 
number that a user has to say.

It is possible to manipulate 
a smart speaker remotely 
via signal broadcasting and 
compromise the speaker 
via radio or TV. Most smart 
speakers blindly trust 
their local networks. Any 
compromised device in the 
same network could change 
the settings of the smart 
speaker or install malware on it 
without the user’s knowledge 
or agreement.
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https://www.zdnet.com/article/amazon-cant-yet-completely-delete-alexa-voice-transcriptions/
https://www.zdnet.com/article/amazon-cant-yet-completely-delete-alexa-voice-transcriptions/
https://www.cnet.com/news/amazon-alexa-transcripts-live-on-even-after-you-delete-voice-records/
https://www.pcmag.com/feature/363112/how-to-let-multiple-people-use-the-same-amazon-echo
https://www.pcmag.com/feature/363112/how-to-let-multiple-people-use-the-same-amazon-echo
https://www.theverge.com/2018/5/24/17391898/amazon-alexa-private-conversation-recording-explanation
https://www.amazon.com/gp/help/customer/display.html?nodeId=202016320&video_id=fb6b9752
https://www.amazon.com/gp/help/customer/display.html?nodeId=202016320&video_id=fb6b9752
https://ieeexplore.ieee.org/document/8647762
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Potential for mass surveillance

If working as currently 
designed, smart speakers 
locally record for a few 
seconds and do not send any 
information to the speech 
recognition cloud service 
until the wake-up expression 
is detected. However, smart 
speakers could be the target 
of attacks and access requests 
from law enforcement 
agencies. They could access 
local voice recordings before 
they are deleted, turning 
smart speakers into a 
massive surveillance system 
installed by the victims of this 
surveillance.

Data protection by design and by default

As is evident from the previous examples, the current 
design and behaviour of most smart speakers and virtual 
assistants does not fully comply with the principles of data 
protection by design and data protection by default. When 
developing, designing, selecting and using applications, 
services and products that are based on the processing 
of personal data or process personal data to fulfil their 
task, producers of the products, services and applications 
should take into account the right to data protection from 
the outset.

The design of a smart speaker should address data 
protection issues, in particular to make sure users are 
informed about the processing of their personal data, to 
enable them to manage their consent and to demonstrate 
accountability so that users are fully aware of what happens 
to their personal data.
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https://edition.cnn.com/2019/06/05/tech/germany-voice-assistant-spying-grm-intl/index.html
https://edition.cnn.com/2019/06/05/tech/germany-voice-assistant-spying-grm-intl/index.html
https://edition.cnn.com/2019/06/05/tech/germany-voice-assistant-spying-grm-intl/index.html
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security of voice-activated smart speakers.
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generation of virtual personal assistants.

• 2018 I EEE 8 th A nnual C omputing and C ommunication 
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• Wake forest journal of business and intellectual property law. 
Alexa, transmit client data to amazon: ethical considerations 
for attorneys looking forward to virtual assistants.

• 2018 29th Irish Signals and Systems Conference (ISSC) (Jun 
2018). Eoghan Furey and Juanita Blue: She Knows Too Much 
– Voice Command Devices and Privacy.

• 2018 IEEE Global Communications Conference (GLOBECOM) 
(Dec 2018) Xuejing Yuan et al: All Your Alexa Are Belong to 
Us: A Remote Voice Control Attack against Echo.
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This publication is a brief report produced by the Information Technology Policy Unit of the European Data Protection 
Supervisor (EDPS). It aims to provide a factual description of an emerging technology and discuss its possible impacts on 
privacy and the protection of personal data. The contents of this publication do not imply a policy position of the EDPS.
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