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Code & Conscience 
Artificial Intelligence’s 
Fundamental Rights Frontline
Peter Hense



Artificial Intelligence‘s Fundamental Rights Frontline

A webinar for data.europa.eu //  January 24th, 2024 // Peter Hense

Conscience



Peter Hense

−Compliance

−Litigation

−Family



What is “AI”
Fundamental question



» If it is written in Python, it's 
probably machine learning.
If it is written in PowerPoint, 
it's probably AI.

Matt Velloso, Microsoft, tweet (2018)
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“Artificial Intelligence is everything that isn’t there yet”

Artificial Intelligence

Machine Learning

Neural Networks

Transformers &
Diffusion Models



AI is predictive (maintenance)

https://link.springer.com/article/10.1007/s13198-022-01843-7
https://link.springer.com/article/10.1007/s13198-022-01843-7


AI is pattern recognition (in ultrasonic sounds)

https://www.nationalgeographic.com/animals/article/scientists-plan-to-use-ai-to-try-to-decode-the-language-of-whales
https://www.sciencedirect.com/science/article/pii/S2589004222006642
https://www.nature.com/articles/s41386-018-0303-6


AI predicts your sex: 
“Tell me how you swipe, and I will tell you who you are”

https://www.sciencedirect.com/science/article/pii/S0167865516300782
https://www.sciencedirect.com/science/article/pii/S0167865516300782


AI can match cross-modal biometrics: 
„Seeing voices, hearing faces“
Nagrani, S. Albanie, and A. Zisserman (2018)

https://speech2face.github.io/



AI uses deep learning technology: “Speech2Face”

https://speech2face.github.io/supplemental/index.html
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AI can make you pay (more): Dynamic Pricing

https://dl.acm.org/doi/10.1145/3533271.3561682
https://www.uber.com/tr/blog/pro-tips-on-dynamic-pricing/
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AI predicta your next car crash



„Inferences“ - Aus Daten 
abgeleitete Annahmen

• Wohnort -> Einkommen

• Geschlecht -> 
Farbpräferenz

• KfZ –> IQ

• Freunde -> Lebensdauer

• Alter -> Preissensitivität

• Reflexionsgrad der 
Fassadenfarbe des eigenen 
Hauses auf Google Maps -> 
Kreditwürdigkeit

“Our results show that Amazon and 

third parties (including advertising 

and tracking services) collect

smart speaker interaction data. We 

find that Amazon processes

voice data to infer user interests and 

uses it to serve targeted ads on-

platform (Echo devices) as well as 

off-platform (web). Smart speaker 

interaction leads to as much as 30 

higher ad bids from advertisers. 

Finally, we find that Amazon’s and 

skills’ operational practices are often 

not clearly disclosed in their privacy

policies.“

Iqbal et al. (2022): Your Echos are 

Heard: Tracking, Profiling, and Ad 

Targeting in the Amazon Smart 

Speaker Ecosystem
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AI „infers“ your interests from conversations with Alexa



Conservative or liberal?

“Ubiquitous facial recognition 
technology can expose individuals’ 
political orientation, as faces of 
liberals and conservatives consistently 
differ.”

Kosinski, 
Scientific Reports (2021)

AI predicts your political orientation

https://arxiv.org/ftp/arxiv/papers/2303/2303.16343.pdf
https://arxiv.org/ftp/arxiv/papers/2303/2303.16343.pdf


AI predicts your death date

https://www.life2vec.dk/


As simple as it gets

• Machine Learning (ML) is a type of AI, that enables

computers to learn from data and recognize

patterns, without explicitly programming them for

that purpose. 

• Imagine you are a student, who learns by studying

many examples and trying to apply them to novel

tasks and situations.

• Example: email spam filter

Machine Learning is „prediction“



Artificial Intelligence

Tools that creates synthetic text when politely asked Tools that create synthetic pictures when politely asked

Large Language Models (LLMs) Diffusion Models



Machine learning explained
Infrastructure



Machine Learning (ML) like New Kids on the Block: 
Step by Step

Data collection

•Collecting the data
that is going to be used
for the training

Encoding

•Translating the data
into a computer-
readable format

Choosing the
algorithm

•Choosing a machine
learning algorithm that
best fits the data and 
the problem (decision
tree, neural networks
etc.

Model training

•Training the chosen
model with the
collected data

Model testing

•Testing the trained
model on data
unknown to the model

Model use

• If the testing is done
sucessfully the model
can be put into use for
making predictions or
decisions



Big bad problem: „Overfitting“

Data in, garbage out

24

• Model is excessively tailored to training data, failing to capture 
the true structure, and thus performs poorly on new data

• An overfitted model is overly complex, memorizing the training 
data instead of recognizing general patterns applicable to 
unseen data. 

• This results in poor generalization, where the model is too 
specifically trained, and skewed interpretations, mistaking 
random fluctuations for genuine relationships. 



Transformers explained
Infrastructure



„Transformer“: The new era (2017)

https://arxiv.org/abs/1706.03762
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html


Chat GPT: processing explained

Guodong (Troy) Zhao 
„How ChatGPT really 
works, explained for 

non-technical 
people”, February

2023

https://bootcamp.uxdesign.cc/how-chatgpt-really-works-explained-for-non-technical-people-71efb078a5c9%20-


ChatGPT is “merely” pulling out some 

“coherent thread of text” from the 

“statistics of conventional wisdom” 

that it’s accumulated.

Steven Wolfram

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/


Where does the data 
come from?

AI supply chain



Training Data: Chose your fighter
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In-the-wild Datasets

Web Scraping

Synthetic Datasets

Manual Data Generation



Training Data: „In-the-wild datasets“

31



Training Data: „The internet with everything“
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Training Data: The Napster moment
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https://www.theatlantic.com/technology/archive/2023/09/books3-database-generative-ai-training-copyright-infringement/675363/


Training Data: A nightmare for children

34



Where does the data go?
AI supply chain



Ooops.

https://www.technologyreview.com/2023/02/03/1067786/ai-models-spit-out-photos-of-real-people-and-copyrighted-images/?truid=&utm_source=the_download&utm_medium=email&utm_campaign=the_download.unpaid.engagement&utm_term=Active%20Qualified&utm_content=08-29-2023&mc_cid=9a82f3fe1c
https://lnkd.in/gyC-4u_C


Uh-oh.



My bad.

https://storage.courtlistener.com/recap/gov.uscourts.tnmd.96652/gov.uscourts.tnmd.96652.1.0.pdf


Ouch.



LLMs are “databases of the approximate”

https://arxiv.org/abs/2309.10668


Data protection & privacy
Fundamental rights



GDPR Kryptonite for training data

• Scraping Special Category Data (SCD) requires explicit consent
− Any data that may reveal sensitive information is considered SCD

− No intention to process SCD is required

− Data scraping severely limited (“manifestly made public”)

• Violating GDPR is costly
− “Loss of control” over personal data constitutes immaterial damage

• EU “class actions”

− The Collective Redress Directive empowers consumers to unite and initiate lawsuits, 
seeking both model deletion and compensation

Cf. CJEU C-184/20 – Etikos Komisija and C-252/21 – BKartA v. Meta, C-456/22 – Ummendorf; Directive (EU) 2020/1828



• Problem: Fewer data leads to more inaccurate results. Therefore, either more data is needed or the technology should not 
be used.

Accuracy

• The prerequisite is processing for effective achievement of the intended purpose: The purpose is not met with insufficient 
data.

Purpose Limitation

• Federated Learning (learning from distributed sources)

• Data Reduction (Principal Component Analysis)
• Data Augmentation (synthetic data generation)
• Differential Privacy (aggregated information)
• Active Learning (the model “selects” its own training data)
• Feature Selection (choosing only the most important attributes of raw data)
• Ensemble Learning (combining different models, each trained on random subsets of the raw data)

• Hyperparameter Optimization (Grid Search, Random Search, etc.)

Data Minimization

• Pseudonymization
• DPIA (involvement of stakeholders)

All Principles

Data Protection Principles in Conflict with AI & Possible Solutions



Our right to be forgotten

https://blog.research.google/2023/06/announcing-first-machine-unlearning.html
https://arxiv.org/pdf/1912.03817.pdf
https://arxiv.org/pdf/2209.02299.pdf


Harry Potter (He who must not be named)



(Un)Reasonable Inferences

https://llm-privacy.org/

https://www.wired.com/story/ai-chatbots-can-guess-your-personal-information/
https://arxiv.org/pdf/2310.07298v1.pdf


(Un)Reasonable Inferences

https://llm-privacy.org/



How privacy resilient is your chatbot?



On “hallucinations”, 
“reasoning” & “planning” 
capabilities of LLMs

Naivety and misplaced faith in 
technological capabilities



We’re fired!

https://www.theregister.com/2024/01/18/ai_davos_jobs/


Are CEOs hallucinating or is it just the LLMs?



» I always struggle a bit with I'm asked about the 
‘hallucination problem’ in LLMs. Because, in some 
sense, hallucination is all LLMs do. They are dream 
machines. We direct their dreams with prompts. The 
prompts start the dream, and based on the LLM's hazy 
recollection of its training documents, most of the 
time the result goes someplace useful. It's only when 
the dreams go into deemed factually incorrect 
territory that we label it a ‘hallucination’. It looks 
like a bug, but it's just the LLM doing what it always 
does."

Andrej Karpathy, Open AI -> Tesla -> OpenAI

52



Yann LeCun
Head of MetaAI

https://drive.google.com/file/d/1BU5bV3X5w65DwSMapKcsr0ZvrMRU_Nbi/view


There are no 
“hallucinations”; 
the model works 
just fine.

https://drive.google.com/file/d/1BU5bV3X5w65DwSMapKcsr0ZvrMRU_Nbi/view


» The probability of 
correctness decreases 
exponentially.

Yann LeCun, Head of Meta AI
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Large Legal Fiction: AI is reinventing the law

https://hai.stanford.edu/news/hallucinating-law-legal-mistakes-large-language-models-are-pervasive
https://arxiv.org/pdf/2401.01301.pdf


» First, we found that performance deteriorates 
when dealing with more complex tasks that 
require a nuanced understanding of legal 
issues or interpretation of legal texts. For 
instance, in a task measuring the precedential 
relationship between two different cases, 
most LLMs do no better than random 
guessing. 

Standford Study, “Large Legal Fiction”
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GPT4 did not pass the bar exam

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4441311


» While AI has advanced, it 
may not be as proficient as 
initially claimed.

Eric Martínez, MIT graduate student
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LLMs equally susceptible to bias as humans



» These platforms in their current states are 
prone to hallucinations and bias … . While 
attorneys swear an oath to set aside their 
personal prejudices, biases, and beliefs to 
faithfully uphold the law and represent their 
clients, generative artificial intelligence is the 
product of programming devised by humans 
who did not have to swear such an oath.

Judge Brandley Starr, Texas (ND)

61



Sparks of AGI v. Embers of Autoregression

https://arxiv.org/pdf/2309.13638.pdf


LLMs fail simple language and counting tasks

https://arxiv.org/pdf/2309.13638.pdf


LLMs incapable of making reverse inferences 

https://owainevans.github.io/reversal_curse.pdf


LLMs are unable to form abstractions

https://arxiv.org/pdf/2311.09247.pdf
https://twitter.com/MelMitchell1/status/1725581131020452338


» The fluency and creativity of large pre-trained language 
models (LLMs) have led to their widespread use, 
sometimes even as a replacement for traditional search 
engines. Yet language models are prone to making 
convincing but factually inaccurate claims, often referred 
to as ‘hallucinations.’ These errors can inadvertently 
spread misinformation or harmfully perpetuate 
misconceptions. Further, manual fact-checking of model 
responses is a time-consuming process, making human 
factuality labels expensive to acquire.

Tian et al., Fine-tuning Language Models for Factuality 
Stanford CS, November 14, 2023
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» LLMs cannot be fine tuned to be 
safe. […] AI safety will not arrive by 
working on AI safety, it will arrive 
by working on better AI.

Yann LeCun, Davos, 2024
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Contact

Peter Hense

peter.hense@spiritlegal.com

www.spiritlegal.com



Implications of the use of AI 
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FUNDAMENTAL RIGHTS



FUNDAMENTAL RIGHTS

• Fundamental rights refer to a set of legally protected and inherent human rights, 

encompassing civil, political, economic, and social dimensions, guaranteed to all 

individuals within the EU to ensure dignity, equality, and freedom. 

• E.g., the right to dignity (incl. the right to life and integrity of the person), right to 

liberty and security, right to respect for private and family life, protection of 

personal data, freedom of thought, conscience and religion, freedom of expression 

and information, right to education, right to non-discrimination, right to equality 

before the law etc.

• Fundamental rights are enshrined in various international human rights 

instruments, treaties, and declarations:

1. Charter of fundamental rights of the EU
2. European Convention on Human Rights 

3. Multiple other Council of Europe and international human rights instruments (incl. 1948 
Universal Declaration of Human Rights) and the major UN human rights conventions

4. Sector specific secondary EU law (e.g., EU data protection acquis, EU non-discrimination 

legislation)

5. National laws of EU Member States (e.g., constitutions)

26 January 2024
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IMPLICATIONS OF AI ON 
FUNDAMENTAL RIGHTS



IMPLICATIONS OF AI USE ON FUNDAMENTAL 
RIGHTS

• AI based technologies can be a tremendous force 
for good, helping societies overcome some of the 
greatest challenges of current Times BUT they can 
also have negative, even catastrophic, effects if 
deployed without sufficient regard to their impact 
on human rights. 

• Use of AI will always affect fundamental rights, in 
one way or the other, regardless of the field of 
application

• Based on what AI is capable of, we can identify 4 
specific characteristics which may lead to 
fundamental rights concerns

28 January 2024
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IMPLICATIONS OF AI USE ON FUNDAMENTAL 
RIGHTS

1. AI is largely dependent on data; hence, it has enhanced capacities to collect and process large amounts of data. This 
gives it an increased power of human observation (e.g., through biometric identification in public places), and can lead 
to the creation of detailed profiles. The use of personal data can also raise privacy concerns, if this information is 
collected and stored without proper safeguards. 

2. Through connecting AI systems and analyzing extensive data, AI can de-anonymize large datasets, even those without 
explicit personal information, and infer sensitive details from seemingly non-sensitive data. For instance, keyboard 
typing patterns or online activity could be utilized to deduce emotional states, activity logs and location data might 
reveal political opinions, ethnic identification, sexual orientation, and overall health.

3. Due to AI's self-learning and increased autonomy, it can swiftly identify correlation patterns within datasets without 
establishing causation. This capacity for generating solutions beyond human comprehension may lead to AI 
opaqueness, reducing explainability (the so-called 'black-box’ phenomenon) (which is particularly concerning in the 
context of automated decision-making, as this lack of transparency can impact individuals’ ability to understand, 
challenge, or appeal decisions that affect them).

4. AI systems may produce discriminatory results due to biased training data, where unfair or unrepresentative patterns 
exist. This bias can stem from historical inequalities, human prejudices, or errors in data collection, causing AI to 
inadvertently learn and perpetuate biases, resulting in discriminatory outcomes.

28 January 2024



RIGHT TO PRIVACY 
& 

THE RIGHT TO THE PROTECTION OF 
PERSONAL DATA



RIGHT OF PRIVACY AND THE RIGHT TO THE 
PROTECTION OF PERSONAL DATA

• Legal framework

• Universal Declaration of Human Rights Art. 12 (right to privacy)

• European Convention on Human Rights Art. 8

• Charter of Fundamental Rights of the EU, art. 8(1) („everyone has the right to the 

protection of their personal data”)

• TFEU Art. 16(1)

• GDPR & Law Enforcement Directive

• Both are crucial components in upholding human dignity and autonomy, 

through they are NOT interchangeable 

• The right to privacy is a broader term, encompassing a broad range of rights  

including the right to keep one’s private matters, activities and personal 

information fee from unauthorized intrusion or interference. 

• As such the right to personal data protection is one of the aspects of the broad 

right to privacy (it is the individual’s right to control his personal information)
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AI IN HEALTHCARE



HEALTHCARE SECTOR APPLICATIONS OF AI

• The use of AI in healthcare is rapidly expanding due 
to its numerous advantages:

• it streamlines tasks and processes
• it improves efficiency
• it saves time and resources
• it supports research

• it reduces stress for physicians and patients

• it is successfully used for managing medical records 
(EHR), health monitoring, digital consultation (tele-
medicine), early disease detection, identification of 
pathologies in radiology, and even helps spot signs of 
depression in mental health. 
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REAL LIFE EXAMPLES OF AI HEALTH APPLICATIONS

• Ada: an AI health app that assesses an individual’s symptoms and gives 
guidance (e.g., suggest to the user a visit to a doctor or to seek 
emergency care). https://ada.com/about/ 

• EchoGo Pro: is an outcome-based AI system that predicts coronary 
artery disease at an early stage. https://www.ultromics.com/press-
releases/ultromics-ce-marks-ai-system-echogo-pro 

• Corti: a software developed by a Danish company that leverages ML to 
help emergency dispatchers make decisions. Corti can detect out-of-
hospital cardiac arrests (i.e., those that occur in the public or home) 
during emergency calls faster and more accurately than humans by 
listening in to calls and analyzing symptoms, the tone of voice, 
breathing pat terns, and other metadata in real time 
https://www.corti.ai/ 

• CheXNeXt: algorithm developed by Stanford researchers, that can spot 
14 types of diseases among hundreds of chest X-rays in a matter of 
seconds. The algorithm can return results that are consistent with 
readings by radiologists within ca. 90 seconds – a task that takes 
radiologists about 3h
https://stanfordmlgroup.github.io/projects/chexnext/ 
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AI APPLICATION IN HEALTHCARE – CONCERNS 

• AI is dependent on gathering large blocks of data 
to learn

• Security and patient privacy are , thus,  the core 
concerns in the healthcare sector when it comes 
to AI, as access to patient medical data is central 
to the training of AI algorithms and the use of AI 
in the delivery of health care

• The increasingly widespread development of AI 
solutions and technology in healthcare 
(highlighted by the COVID19 pandemic) has 
shown potential for serious consequences for 
patients’ and citizens’ rights
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EXAMPLES OF PRIVACY AND SECURITY RISKS 
ASSOCIATED WITH THE USE OF AI IN HEALTHCARE

1. Risk of personal data being shared and used 
without informed consent 

2. Risk of data re-purposing (so-called “function 
creep”), without the patient’s knowledge

3. Risk of data being exposed, resulting in identity 
theft or other frauds

4. Risk of harmful and potentially fatal cyberattacks 
on AI solutions 

5. Risks of privacy breaches through AI-driven 
methods
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1. RISK OF PERSONAL DATA BEING SHARED AND 
USED WITHOUT INFORMED CONSENT 

• DeepMind case study: In 2016, 1.6 million UK patient 
records were transferred without consent from the Royal 
Free NHS Foundation Trust to Google-owned AI company 
DeepMind in the US. The data sharing, for clinical safety 
testing of the "Streams" app aimed at aiding acute kidney 
injury diagnosis, lacked proper patient notification, 
leading the UK's ICO to rule a breach of data protection 
laws (“the price of innovation does not need to be the 
erosion of fundamental privacy rights”)

• Project Nightingale case study: a collaboration between 
Google Cloud and Ascension, the second-largest 
healthcare system in the US. It involves the storage and 
processing of over 50 million patient records for 
healthcare data analysis, raising concerns about patient 
privacy, as neither healthcare providers nor patients were 
initially informed about their data being stored on 
Google's cloud servers.
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2. RISK OF DATA RE-PURPOSING

• function creep - the unintended expansion of the 
ways in which collected data is used, often extending 
beyond the initially specified or justified purposes

• Singapore case study: a stark example of health-
related data being repurposed for non-health related 
ends, i.e., data from the government’s COVID-19 
tracing apps were also made available for criminal 
investigations

• re-purposing can also occur within the healthcare 
sphere itself e.g., data from health electronic records 
can be used for pharmaceutical drug development, 
clinical trial design, marketing and cost-effectiveness 
analyses etc.
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3. RISK OF DATA BEING EXPOSED

• Cense AI case study: In a 2020 incident, the New 
York-based AI company - Cense AI, specializing in 
SaaS solutions, experienced a data breach, revealing 
highly sensitive information of over 2.5 million car 
accident patients, including their names, addresses, 
diagnostic notes, accident dates, types, and 
insurance policy numbers. Despite eventual 
securing, the data were briefly accessible globally, 
highlighting the genuine risk of patients facing 
personal privacy breaches. 
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4. RISK OF CYBERATTACKS

• Dusseldorf University Hospital study case: In September 2020, a 
patient died after a cyberattack on Dusseldorf University Hospital, 
which necessitated redirection to another facility (the hospital’s 
system was rendered inoperable) even though the direct link to 
the death was inconclusive due to the patient's pre-existing life-
threatening condition, this case exposed the tangible physical 
harms that healthcare cyberattacks can inflict.

• Electa study case: In April 2021, the Swedish oncology software 
company Elekta suffered a healthcare ransomware attack that 
affected 170 health systems in the US, delaying cancer treatment 
care to patients across the country and exposing sensitive patient 
data

• AI-controlled personal medical devices, such as e.g., insulin 
pumps for diabetes patients, have been found to be susceptible to 
hacking, enabling remote manipulation, including the potential for 
administering excessive insulin doses
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5. RISKS OF PRIVACY BREACHES FROM HIGHLY
SOPHISTICATED ALGORYTHMIC SYSTEMS THEMSELVES

• The ability to deidentify or anonymize patient health data may be 

compromised or even nullified, in light of new sophisticated algorithms that 

have successfully reidentified such data

• Recent studies have shown that AI can be used to identify individuals in health 

data repositories, even if the information therein has been anonymized and 

scrubbed of all identifiers:

✓ One study for example found that an algorithm could be used to re-

identify 85.6% of adults and 69.8% of children in a physical activity cohort 

study, despite data aggregation and removal of protected health 

information

✓ A 2018 study concluded that data collected by ancestry companies could 

be used to identify approximately 60% of Americans of European 

ancestry 

✓ A 2019 study successfully used a “linkage attack framework”, an 

algorithm aimed at re-identifying anonymous health information, that 

can link online health data to real world people
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MITIGATING MEASURES 

1. Ensure awareness and understanding of data privacy and security risks, emphasizing 

compliance with applicable laws (like GDPR) for AI developers and deployers; data 

custodians must prioritize protection and deter alternative data use.

2. Mandate organizations deploying AI to assess potential harm to fundamental rights (FRIA –

fundamental rights impact assessment), as required by the pending AI Act for high-risk AI 

systems

3. Extend regulations and legal frameworks to cover not only privacy but also accountability of 

AI developers and deployers

4. Promote a decentralized, federated approach to AI to harness big data's power without 

compromising safety through unsafe data transfers.

5. Advocate for the use of synthetic data, artificially generated and disconnected from real 

individuals, to enhance privacy and security

6. Conduct ongoing research to enhance AI system security and protect algorithms against 

cyberattacks

7. Implement safeguards to preserve privacy and patient autonomy, focusing on new and 
improved data protection and anonymization techniques, given current re-identification 

risks.
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CONCLUSIONS



TAKEAWAYS

• New technologies hold immense potential for positive transformation; 
data-driven healthcare improves patient health outcomes, enables 
faster clinical decisions, and improves treatment and hospital 
workflows.

• Despite these advancements, the integration of AI introduces a range 
of concerns and potential threats, particularly in the context of 
fundamental rights

• From a fundamental rights perspective, infringements on the rights to 
privacy and data protection are the main concerns surrounding AI

• The illegal collection, sharing, misuse, or leakage of data by AI can have 
serious consequences, hence the need to prioritize and protect data 
privacy

• Striking a delicate balance between technological innovation and the 
preservation of fundamental rights is essential for the responsible and 
effective implementation of AI

• Safeguarding data privacy is a critical component in building trust in AI, 
ultimately contributing to the long-term success and acceptance of AI-
based products
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Please provide your feedback!
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