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Executive summary

The value open data can offer society has been a topic of interest for many years. Several studies have measured the economic impact of open data and public sector information, however, the results of the studies vary, and no consistent picture of the impact of open data has been developed. Structured methods and indicators to measure the impact of open data and the possibilities of basing these indicators on existing datasets still need to be explored and are the subject of this study.

*The open data value chain as a framework for understanding how impact is created*

A reflection on the open data value chain is necessary to identify potential indicators for measuring open data impact. The open data value chain encompasses the processes applied to data to convert it from a raw form to a valuable use. Figure A presents the four main phases of the value chain model used in this study: data collection, publication, (stimulation of) uptake and application (by reusers).

![Open data value chain](https://opendatawatch.com/publications/the-data-value-chain-moving-from-production-to-impact/)

*Figure A: Open data value chain, adapted from Open Data Watch (1)*

*Using the concepts of output, outcome and impact to assess the effects of open data*

Societal effects associated with the introduction of open data can be divided into the following three categories.

- **Outputs** are the direct results of open data availability (for example, a dashboard that integrates data on the built environment at the municipal level into one overview).
- **Outcomes** are the short- and medium-term effects (for example, improved information for monitoring and maintenance).

---

- **Impact** is a long-term or broad effect (e.g. higher return on public money and increased inhabitant satisfaction).

**Identifying potential indicators to measure the output, outcome and impact of open data**

At the output level, a wide range of indicators closely linked to the open data value chain are available. Section 4.2 of this report contains an extensive, although non-exhaustive, list of such indicators, accompanied by an assessment of the challenges faced in obtaining data to measure the indicators and the value of the indicators in predicting overall impact. Indicators at the earlier parts of the value chain (i.e. collection and publication), where the focus lies on the supply of datasets, are typically easy to measure but provide a lower level of insight into impact than indicators at the later parts of the value chain. The most promising output indicators, combining relatively low difficulty in data collection and a relatively high extent of insight, are:

- number of reuse cases (success stories) showcased on the national portal;
- explicit references to datasets used;
- portal traffic; and
- application programming interface (API) usage statistics, such as the number of queries.

These indicators are proposed to be further validated and tested in upcoming studies.

At the outcome and impact level, indicators are more closely linked to the reuse cases developed with the support of open data. As the range of reuse cases and the societal challenges they address is broad, the list of potential indicators is similarly extensive. For outcome and impact, the advice is to develop a specific list of indicators depending on the purpose of the impact assessment and the thematic domain – economic, social or environmental – on which the assessment focuses. Section 4.2 contains illustrative categories of outcome and impact with associated examples of indicators.

**Operationalising potential indicators in a methodological framework in future studies**

Numerous examples of output, outcome and impact indicators are available, each offering a different extent of insight into the impact of open data and having a different difficulty in measuring. A future impact methodology could test the validity of the (most promising) indicators proposed and compile a hierarchy of indicators, giving them different weights based on their relationship to impact. Such a system of weights will allow the creation of a hierarchy of output metrics based on the scale of importance of each indicator.

Insofar as the data for these indicators are obtained from public sources, they may contribute to a system for automated monitoring over time. When making use of non-public data, privacy considerations should be taken into account. This involves meeting the requirements of European privacy and data protection law, mainly Regulation (EU) 2016/679, and Directive 2002/58/EC (as amended). Section 5.2 contains a more detailed list with privacy considerations for specific indicators.
1. Introduction

1.1. Context

Over the years, there has been a keen interest in the value open data can offer society. To exploit this value and its potential impact, more and more countries, regions and municipalities are publishing datasets on their national, regional and local portals, allowing citizens and businesses to reuse them for various purposes. While the number of open government data initiatives has increased considerably over the past decade, the impact of these initiatives still needs to be objectively described. A few studies have measured the economic impact of open data and public sector information (¹), however, the results of the different studies vary and no consistent picture of the impact of open data has been developed.

To provide evidence of the impact of open data, a workstream on impact assessment has been established within the data.europa.eu. The first report of this workstream, titled Rethinking the Impact of Open Data (²), reviewed studies about the economic impact of the reuse of public data resources, concluding that a consistent definition of the impact of open data does not exist. As discussed in that report, ‘most academic articles that look to explore the impact of open data refer to existing open data frameworks, with the Open Data Maturity (ODM) and Open Data Barometer (ODB) ones most frequently represented’.

The Rethinking the Impact of Open Data study also analysed in more detail the different techniques and approaches used by national, regional and local open data portals to measure impact, including the analysis of good practices, the use of forms to get user feedback, the use of usage statistics of open data portals and the measurement of the scope and update frequency of their datasets. It also considered the role of intermediaries (also known as ‘infomediaries’), with the Asociación Multisectorial de la Información (Asedie) annual report (³) being a reference for this type of analysis. The analysis led to the acknowledgement that impact indicators of open data portals and proposed indicators for open data intermediaries largely rely on proxies for impact measurement. However, the presence of a use case repository or the availability of user statistics is considered insufficient to measure the overall impact of open data. The main challenge ahead is to find ways to improve the genuine insights about measuring the impact of open data.

1.2. Objective of the current study

While the impact of open data has been studied before, typically on an ad hoc basis, structured methods and indicators to measure its impact and the possibilities of basing these indicators on existing datasets still need to be explored and are the subject of this study.

---

(¹) See Section 3.1 for a more detailed overview of these studies and their findings.
This report is the second step in defining the methodology for a European-wide assessment of the impact of open data. The study series (see Figure 1) aims to create an interactive monitoring tool for open data impact assessment.

1. Survey of publicly available studies on the economic impact of reuse of public data resources

2. Impact assessment indicators

3. Formulation of a testable methodology to assess the impact of the reuse of public data resources

4. Interactive monitoring tool

Figure 1: Measuring the impact of open data

This second study aims to provide theoretical input to develop a methodology that analyses the impact of public data resources, focusing on the different impacts to be considered and the indicators that could quantify them. This report uses the results and conclusions presented in the first study on ‘rethinking the impact of open data’ as a foundation. The results of this study could be incorporated into a third study, where a draft methodology to measure the impact of open data could be developed and piloted.

1.3. Outline

The report is structured as follows.

- **Chapter 2** establishes the analytical framework. This includes defining the concept of open data (Section 2.1) and the open data value chain, allowing for a better understanding of how open data leads to impact (Section 2.2). This chapter defines output, outcome and impact and reviews their possible application in the open data domain (Section 2.3).
- **Chapter 3** investigates existing approaches to measuring impact assessment. After investigating the methodologies of previous studies (Section 3.1), a more detailed review of two studies is conducted: the open data maturity assessment (Section 3.2) and the impact assessment for high-value datasets (Section 3.3).
- **Chapter 4** reviews possible indicators for a future open data impact assessment for output indicators (Section 4.1) and outcome and impact indicators (Section 4.2).
- **Chapter 5** summarises and concludes on the possible improvement of impact assessment for future studies.
2. Establishing the analytical framework

This section aims to explain how the availability of open data can lead to the creation of value and potential impact. First, we define open data (Section 2.1). Second, we propose an open data value chain describing how open data is processed and made more valuable and how this value is realised (Section 2.2). Third, we define the concepts of outputs, outcomes and impacts of open data (Section 2.3.1) and describe how these concepts fit along the open data value chain (Section 2.3.2).

2.1. Open data

Open data refers to data presented in open formats that individuals can use freely and share for any purpose. In the EU, the open data directive (1) on the reuse of public sector information provides a common legal framework for a European market for government-held data. The directive addresses materials held by public sector bodies in EU countries, at national, regional and local levels. This includes material held by ministries, state agencies, municipalities, and organisations funded mostly by or under the control of public authorities. It is important to note that not all public sector information is open data; for example, some information is confidential or sensitive. Other legislation, such as the Data Governance Act (2), includes measures to stimulate the reuse of public sector data that cannot be made available as open data.

2.2. The open data value chain

A value chain (3) disaggregates a process into its strategically relevant activities. Concretely, one can picture a company converting inputs to outputs in a series of steps. Each step of processing adds value to the input, creating a subsequently more valuable output. A value chain comprises the connections between these steps that change a low-value input into a high-value output.

The concept of a value chain can also be applied to intangible goods such as data. In addition to being intangible, another unique feature of data is that using it for a particular purpose does not necessarily make it unavailable for others to use (called ‘non-rivalry’; consuming data does not deplete it or exclude others from consuming it). The value chain of data encompasses the processes applied to data to convert it from a raw form to a valuable use (or several uses), such as actionable information or solutions.

Various models of the data value chain are described in the literature, with overlapping elements, for example, Faroukhi et al. (2020) (4) and Curry (2016) (5) on the big data value chain, as well as models on the lifecycle of data (6). In general, data is generated, published, discovered by others, processed and analysed before being exploited to realise value. The early steps of data production and

---

dissemination ensure data is collected and made available in useable formats. However, value is realised from data when it is used.

Nonetheless, data is of value throughout the value chain, not only at the final stage (the headline value). It has different values for different users. For example, open data can be used to monitor the progress of other processes, such as measuring inputs, outputs and outcomes, or it can be used in activities that create awareness about open data. Ultimately, the data value chain relies on reusers finding high-value uses for data and creating the processes to transform the data into an end use. Once data is put to use, it may have an impact.

Figure 2 presents the value chain model used in this study for open data. The model has four main stages. Data is supplied once it is collected and published. Once available and known to reusers, the data is taken up (potentially after promotion and incentives directed at the reuser) and applied to some end purpose.

![Figure 2: Open data value chain, adapted from Open Data Watch](https://opendatawatch.com/publications/the-data-value-chain-moving-from-production-to-impact/)

The activities within these broader stages are described below.

**A. Open data collection**

Collecting data is about creating the data that starts the value chain. In the case of open data, the data is already collected because it is needed to support government operations. Therefore, the (1) **data to be made open pre-exists**. This required the relevant data to be identified for collection and for processes to be put in place to collect the data. The public-sector body likely has procedures to process,
clean and format the data for its primary use. There may also be procedures to ensure that the collected data meets a certain level of quality.

The open data value chain starts with (2) identifying datasets to be made open. These data (and the accompanying metadata (\textsuperscript{1}) must then be (3) pre-processed to be ready for publication. For example, data might need to be aggregated, confidential information removed and the dataset stored in formats that allow reuse. The original dataset is now a new data product for the open data value chain.

B. Open data publication

Publishing is about making data available for reusers to discover and access. The data should be (4) released in accessible formats with appropriate supporting documentation (\textsuperscript{2}). Once publicly available, the data must be made (5) discoverable for potential reusers to find, such as through data portals and search engines. Discoverability is enabled by high-quality metadata (\textsuperscript{3}) that tags and describes the dataset. To create awareness that the data is available, the data should be (6) disseminated (\textsuperscript{4}) through channels that can reach the reuser. This can be achieved through activities such as press releases, editorial content, webinars and notifications of new datasets.

C. Open data uptake

Uptake is when reusers start using the available data they have discovered. Various activities foster uptake by making data more usable and encouraging users to search for and put open data to use. However, a user may take up data without such encouragement.

Fostering uptake involves making the available open data more (7) usable. For example, portal features to preview tabular and geospatial data help reusers gain a quick understanding of datasets, reducing friction in using the data. In this way, a good user experience can encourage the data uptake from a portal. Open data can also be enriched by combining it with data from other sources, improving the dataset’s information and making it more usable.

Data uptake is also stimulated through external (8) incentives that encourage reusers to use open data, such as reducing the cost of data use. Uptake is also fostered by (9) influencing potential reusers to take up open data. This can be achieved by developing their understanding of the relevance, importance, and potential value of data so that they adopt new habits and learn skills related to data use (\textsuperscript{5}). Sharing examples of reuse cases and success stories may also inspire potential reusers to pursue their own ideas using open data.

Feedback between the steps in the value chain also emerges. As users take up open data, they want assurance about the quality and credibility of the data. Data publishers, in turn, are incentivised to improve the quality of their data or metadata, such as being more transparent about the data collection methods and quality controls. In this way, the good reputation of the data publisher is also a factor that increases the value of the data.

\textsuperscript{12} Metadata refers to data that describes and gives information about other data, such as author, date, etc.
\textsuperscript{13} This activity necessitates that the data is stored somewhere accessible.
\textsuperscript{14} The quality of the data refers to the quality of the data collection and primary processing. The quality of the metadata refers to the quality of the description of the data.
\textsuperscript{16} For example, trainings can be thought to increase the value of data by developing competent users of the data.
D. **Open data application**

The uptake of open data can lead to a new application of the data to understand a problem or make a decision. The data can be (10) **consumed as is**. For example, the results of a survey might help a reuser make a decision. More likely, the open data must be processed further, giving rise to the (11) **creation** of a new actionable insight or solution to a problem (a reuse case). To support this creation, the data may need to be transformed or integrated with data from other sources to enrich the original dataset. Specialised tools and analytics methods may be required to inspect and manipulate the data to extract value. Depending on the nature of this creation, it may be (12) **adopted** by a broader user base. Finally, this processed data can be **republished for further reuse**, feeding back into the value chain.

At this stage, the data is used and its value is exploited for some purpose, either as direct consumption or by creating a new solution for the reuser or a wider audience. Depending on the purpose of the reuse case and its effect on society, the impact of open data can be realised through the reuse case.

2.3. **Understanding the concepts of output, outcome and impact**

The value of data can be conceptualised in two ways. One way that data becomes more valuable as it progresses along the value chain is that its **intrinsic value** (17) increases. For example, machine-readable data accompanied by high-quality metadata is intrinsically more valuable than data without these features. Another way that data becomes more valuable throughout the value chain is through an **increased likelihood of being reused**. For example, data that is machine-readable or is accompanied by high-quality metadata is also more likely to be taken up by reusers. But, for example, promotional activities that increase awareness about a dataset also add value by making the data more likely to be reused, even though the intrinsic value of the data is unchanged.

The concepts of output, outcome and impact are typically used in assessment frameworks that monitor (policy) interventions. An **intervention** (18) consists of actions leading to change (for example, activities aimed to improve efficiency in government using open data). **Inputs** are the resources and materials required to implement an action. The inputs can be financial, human, material or (for policy interventions) political decision-making (for example, training and funding to develop a data-driven application to track government spending). This action can lead to the following changes.

- **Outputs** are the direct results of an intervention (for example, a dashboard that integrates data on the built environment at the municipal level into one overview).
- **Outcomes** are an intervention’s short- and medium-term effects (for example, improved information for monitoring and maintenance).
- **Impact** is a long-term or broad effect on the intervention (for example, higher return on public money and increased inhabitant satisfaction).

---

(17) The intrinsic value could be conceptualised as the cost of having to reproduce the actions applied to a dataset. For example, if data is transformed into a machine-readable format early in the value chain, all reusers can benefit from this action. However, if the data is not made available in a machine-readable format at the point of publishing, each reuser may need to perform this transformation themselves, which takes additional effort.

(18) [https://www.oecd.org/dac/results-development/what-are-results.htm](https://www.oecd.org/dac/results-development/what-are-results.htm).
3. Measuring the output, outcome and impact of open data

Previous studies have attempted to measure the output, outcome and impact of open data and public sector information, each using a different methodology and indicators.

3.1. Overview of impact assessment studies

The first serious attempt to estimate the economic impact of public sector data was made by Pira (20). Using a demand-side estimate through user surveys, the researchers developed a value of public sector information data per user. A total economic impact estimate was developed in combination with an extrapolation to estimate the number of users. Later studies, such as Dekkers et al. (2006) (21) and Publications Office of the European Union et al. (2022) (22), followed this approach of survey-based demand-side value estimates.

The Open Data Institute used a slightly modified approach (23). Based on a model developed by Pollock (24) (25), the study estimates the gross value added (GVA) of an open-access regime by adjusting the GVA of a cost-recovery regime with various factors, such as ratio of transaction costs and increase in demand.

Another approach for estimating the economic impact of open data relies on a macroeconomic approach. In a European Data Portal (26) study, the total open data market size was estimated by averaging the estimated share of gross domestic product (GDP) found in previous studies and applying this percentage to the GPD value at the time of reporting.

WISE (2014) used a bottom-up, macroeconomic model to investigate the impact of big and open data. Estimations are differentiated by country, sector, company size and time. The impact of big and open data is estimated in terms of companies working in a more data-driven way, increased competition, and efficiency improvements.

Finally, the European Data Market Monitoring Tool should be mentioned. The latest report under the tool (27) is developed in alignment with previous European data market studies (28) (29). It gathers data

---

Studies assessing the impact of open data can be summarised in the following three groups.

1. **Quantitative methods studies**, i.e. studies focusing on an economic estimation of the present impact or the forecast value of open data. Sub-categories of these studies include:
   a. **micro- and macroeconomic estimations**, for example, ‘Open growth – Stimulating demand for open data in the UK’ (ν); *Permission Granted: The economic value of data assets under alternative policy regimes*; Independent evaluation of the OFT’s 2006 market study into the Commercial Use of Public Information (CUPI) (ν); *Open for Business: How open data can help achieve the G20 growth target* (ν); *Big & Open Data in Europe – A growth engine or a missed opportunity?* (ν); *Commercial Exploitation of Europe’s Public Sector Information – Executive summary*;
   b. **surveys**, for example, *Open Data Maturity Report 2022; The Data Economy in the Infomediary Field* (ν); *Open Data Barometer* (ν); ‘OECD open, useful and reusable data (OURdata) index: 2019’ (ν); ‘Review of recent studies on public sector information re-use and related market developments’ (ν);
   c. **a mix**, for example, *Conducting an open data impact study in Cyprus and developing its measurement methodology – Report on the impact of open data in Cyprus’ (ν); The Economic Impact of Open Data – Opportunities for value creation in Europe; MEPSIR Measuring European Public Sector Information Resources*.

2. **Mixed methods studies**, namely reports using economic estimations through statistics, surveys, and case studies based on interviews, focus groups, and desk research. In this category there are, for instance, European data market studies; *The Economic Impact of Open Data – Opportunities*.

---

for value creation in Europe; The Effect of Free Geodata – Post-measurement (⁹); Creating Value through Open Data (⁹); Open Data: Unlocking innovation and performance with liquid information (⁹).

3. **Qualitative methods studies**, meaning research only featuring case studies based on document review, consultations, interviews and peer review, for example, *Open Data in Developing Economies* (⁹).

A significant observation is that no previous study attempted a structured quantitative analysis of open data’s social or environmental impacts beyond individual case studies. All quantitative impact studies have entirely focused on the economic dimension of open data. The primary method for identifying the economic impact is developing estimates on the value of open data by users, typically via surveys.

### 3.2. Deep dive 1 – Mapping the open data maturity assessment to the open data value chain

One of the primary studies on open data impact that is periodically repeated is the open data maturity (ODM) assessment (⁹), conducted by data.europa.eu. In this section, we explore the method in which the ODM plots output, outcome and impact along the open data value chain in more detail.

The ODM is a framework to measure European countries’ progress in making public data resources available for reuse. The ODM is informed by the EU’s open data policies, primarily the open data directive, which serves as a stimulus of the open data value chain and creates the legal basis for the activities of the open data team. The ODM considers maturity in terms of the following four dimensions.

- **Policy** concerns the national governance models and the measures applied to implement national open data policies and strategies.
- **Portal** concerns the features and functions of national open data portals.
- **Quality** concerns the mechanisms that ensure the quality of the metadata on national portals.
- **Impact** concerns activities to monitor and measure open data reuse and its impact.

These dimensions are evaluated via a questionnaire. The national open data teams of the countries answer the questionnaire. The questions relate to the performance of the countries in supporting the uptake and reuse of open data and can be mapped to the open data value chain (Table 1).
Table 1: The extent to which the questions of the ODM map to activities in the open data value chain

<table>
<thead>
<tr>
<th>Dimensions of ODM</th>
<th>Stages of the open data value chain</th>
<th>Collection</th>
<th>Publication</th>
<th>Uptake</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Portal</td>
<td>N/A</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Quality</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Impact</td>
<td>N/A</td>
<td>N/A</td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
</tbody>
</table>

A. Open data collection

From a policy perspective, the open data directive encourages EU Member States to make as much information as possible that is collected from public sector bodies and publicly funded organisations available for reuse. This serves as a stimulus for the open data value chain in the EU. It stimulates the data-opening process and guides the pre-processing of datasets through specifications. For example, the implementing regulation on high-value datasets (43) identifies categories of existing government data that must be made available for reuse. This implementing act also specifies technical requirements for high-value datasets. For example, these datasets must be made available in machine-readable format via an API and, where relevant, as bulk downloads. More generally, the open data directive also encourages technical standards. For example, it requires national governments to put measures in place that stimulate the publishing of dynamic data and the uptake of APIs. The Inspire directive (44) (45) for spatial information is another example of EU policy that defines metadata standards.

The ODM assesses the data collection stage of the open data value chain in the policy and quality dimensions. The policy dimension assesses whether national policies, strategies and action plans are in place to stimulate the open data value chain and if these have associated monitoring mechanisms. The questionnaire asks whether there is a policy to maintain a data inventory by public sector bodies, which is important to understand what data exists and can potentially be made open. Furthermore, it assesses whether governance structures are in place to support the data opening process and whether publication plans exist at the public body level. It also evaluates whether measures are in place to incentivise the publication of dynamic and geospatial data (the pre-processing of these datasets falls under the collection stage).

The quality dimension of the ODM assesses whether the open data team provides guidelines and tools to assist publishers in choosing an appropriate licence for their data. The questionnaire also asks if guidelines and tools are provided for data providers to improve the quality of their data publication. It also asks if regular activities are conducted to incentivise data providers to publish data in machine-readable formats and high-quality metadata.

B. Open data publication

EU open data policy guides the preparation of public data resources for publication, such as specifications on metadata and interoperability requirements. Data for dissemination must implement the relevant guidelines and standards to be accessible to reusers.

The ODM evaluates data publication in the questionnaire’s policy, portal and quality dimensions. The policy dimension assesses whether a national strategy is in place to foster the discoverability of data on data.europa.eu. The questionnaire also asks whether there are activities to assist data providers with their open data publication process, especially for dynamic and geospatial data.

The portal dimension assesses whether there is a national portal for making open data discoverable and whether the portal offers the ability to make programmatic queries (via APIs or SPARQL (46) access points). It also investigates the degree to which public sector data providers contribute to the portal and the concrete actions taken to assist them in their publication process. It asks whether local data sources are made discoverable on the national portal and if measures are taken to optimise the search and discoverability of content. Regarding dissemination activities, the portal dimension includes questions about whether the national strategy includes a description of the portal’s target audience, whether the national portal is active on social media and whether actions are taken to promote the national portal’s activities and the available open data. The questionnaire asks if users can find information and news on open data topics in the country and receive notifications about new datasets. It also asks whether high-value datasets are promoted on the portal.

The quality dimension assesses whether there is a predefined approach to ensuring that metadata is kept up to date, whether the quality of the metadata on the national portal is monitored and whether the quality of deployment of data is assessed. The questionnaire requests self-reported values about the proportion of metadata that is harvested automatically and the average delay for updates between the source and the national portal. It also asks about the recommended licensing suite and the proportion of open datasets on the national portal that are accompanied by licensing information. The quality dimension also investigates DCAT-AP (47) compliance and the proportion of metadata on the national portal that uses mandatory, recommended and optional classes of the DCAT-AP specification. It assesses the proportion of datasets published in machine-readable formats and the proportion that use uniform resource identifiers consistently.

C. Open data uptake

To incentivise the uptake of open data, the open data directive limits exceptions that allow public bodies to charge reusers more than the marginal costs of disseminating the data. Furthermore, high-value datasets must be made free of charge.

The ODM evaluates activities related to fostering the uptake of open data across all its dimensions, with the portal dimension mapping most strongly to this stage of the open data value chain. The policy dimension asks whether processes are in place to assess whether public sector bodies are charging for data above marginal cost. It also evaluates whether there is a professional development training plan

---

(46) https://www.w3.org/TR/sparql11-query/
for civil servants working with data and whether there are activities to promote open data and data literacy among the public.

The portal dimension assesses whether users can rate, give feedback and add supporting material for a given dataset, which can influence other users to take up the open data. The questionnaire asks if users can request datasets and if the status of the request is presented transparently. It also asks if datasets on the portal are linked to available examples of use cases, which can inspire other users with practical examples of how the dataset can be used. Regarding portal features, the questionnaire investigates whether the national portal offers a preview function for tabular and geospatial data. It also assesses whether the portal’s traffic and API usage are monitored (e.g. the number of visitors/downloads) and if such statistics and other surveys are used to understand users’ needs and improve the portal.

The quality dimension investigates the percentage of datasets linked to other credible sources to provide additional context for the users (linked data), making the datasets more usable. The impact dimension enquires whether public bodies have performed any activities to better understand reusers’ needs, which can inform further activities to foster the uptake of open data.

### D. Open data application

Ultimately, the purpose of stimulating the reuse of public data resources through the measures in the open data directive is to extract economic and societal benefits from open data. High-value datasets were identified explicitly for their important benefits to society, the environment and the economy. The legislation also foresees that such datasets will serve as key data sources for the development of artificial intelligence.

The ODM evaluates data application primarily through the impact dimension, but the policy and portal dimensions also contain relevant questions. The policy dimension assesses whether a national strategy is in place to support the reuse of open data by the public and private sectors. The portal dimension assesses whether there is a showcase for reuse cases and whether reusers can submit their own reuse case examples.

The impact dimension assesses whether countries have a definition of open data reuse and open data impact and whether they have a methodology in place or studies commissioned to measure open data impact. More generally, the questionnaire asks if there are activities to encourage public bodies to monitor the reuse of their own published data and if the public bodies have performed any activities to map which of and how their open data sets are reused. It evaluates whether countries have processes to monitor the reuse of their open data and if there are systematic ways of gathering and classifying reuse cases. Many questions in the impact dimension investigate the presence of reuse case examples across various impact domains.

While the ODM covers the open data value chain and its associated output, outcome and impact measurements, a rationale exists for further strengthening the approach.
3.3. Deep dive 2 – Impact assessment of the high-value datasets

The implementing regulation that established a list of high-value datasets was supported by an impact assessment (48). The study aimed to define concrete high-value datasets in the six thematic areas of the legislation (namely, geospatial, earth observation and environment, meteorological, statistics, companies and mobility). The study included an analysis of the micro- to macro-level impacts of the potential inclusion of given datasets as high-value datasets. It modelled the impact of policy options within economic, social and environmental dimensions. In this section, we describe the method by which the impact assessment on high-value datasets quantified the potential impact of these datasets.

The impact assessment defined a market size for data covered by the open data directive in order to demarcate the scope of the evaluation. The market size was defined as the ‘products, services, and content improved or enabled by public data resources’. The study also differentiated between the direct and indirect impact of open data. The direct market size referred to ‘the monetised benefits that are realised in market transactions in revenues and gross value added’. The indirect impacts considered the broader benefits of open data, including employment potential in downstream industries, new goods and services, or increased productivity and efficiency.

The economic impact was determined by a top-down analysis (Figure 3). Other studies and the European Data Monitoring Tool, which was extended as a forecast, provided a baseline for the economic value of the data economy. Then, the share attributable to high-value datasets was derived from an existing study and extrapolated. Finally, the study also considered the effect of different policy options based on expert assumptions.

![Diagram](source: Deloitte, redrawn)

**Figure 3: Top-down approach to measure direct economic impact**

The indirect economic impacts were calculated based on the estimates of the direct impacts (Figure 4). The main indirect effect the study analysed was the indirect (forward) impact on downstream industries. The study concluded that the indirect impact on the upstream data activities of data

providers was expected to be low for the data industry because data providers are usually positioned at an early stage of the value chain. On the other hand, downstream industries that provide products and services based on open data can be used in various other industry sectors. The indirect impacts of open data were then calculated by applying multipliers to the direct estimates based on the results of other studies. Additionally, the impact on employment, government revenues and the number of enterprises were calculated using coefficients in terms of GDP ratios, mainly obtained from official data provided by Eurostat.

<table>
<thead>
<tr>
<th>INDIRECT IMPACT (BACKWARD)</th>
<th>DIRECT IMPACT</th>
<th>INDIRECT IMPACT (FORWARD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Usually measured via an input-output model.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Captures impacts on the supplier industry.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Usually high for traditional industries (e.g., automotive).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Low at the early stage of production.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Usually measured in terms of gross domestic product (GDP); to consider: 1. revenues not necessarily GDP; 2. societal impacts measured in a cost benefit analysis (CBA) such as value of time or life and not GDP.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• E.g., increased activities in downstream industries.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• To be measured in a topic-specific manner.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Avoid double counting: e.g., impacts on data reusers is probably already captured as a direct impact.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INDUCED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Usually measured via an input-output model.</td>
</tr>
<tr>
<td>• Captures the additional GDP induced by additional consumer spending: GDP change of direct and indirect impacts increases wages, salaries, household income (as part of GDP) → this increases consumer spending.</td>
</tr>
</tbody>
</table>

Figure 4: Overview of direct, indirect and induced impacts (source: Deloitte, redrawn)

To identify categories of data that may carry societal value, the study conducted a literature review to collate categories of value related to the six macro characteristics of potential value derived from open data, as described in the open data directive.

3.4. Overview of output, outcome and impact along the open data value chain

When open data is reused, the impact of the reuse case can be evaluated as a measure of the delivered impact of the open data value chain. This is the headline value where open data is exploited for some purpose, which may have an effect on society. However, when analysing potential output, outcome and impact along the open data value chain, it is important to realise that the phases of the value chain are consequential: some of the later activities can only arise if the preceding steps are performed. For example, data application is only possible if the data is collected and published. Therefore, all activities of the value chain preceding the step where impact is realised contribute to achieving the delivered impact at the end of the value chain. Measuring outputs and outcomes along the value chain gives an indication of how well the value chain is operating. Therefore, such measurements also provide an indication of impact in terms of the potential of the value chain to deliver possible impact.

Output along the value chain
The most straightforward effect to be identified along the value chain is the output, as these are the direct results of the activities conducted. The following output is identified across the stages of the open data value chain (Table 2). Identifying an output does not mean the indicated information is readily available. The availability of information will be discussed in the next chapter.

A. **Open data collection**

The collection stage revolves around having data available to be published later in the value chain. This means output in this stage is strongly focused on the datasets: pre-existing government data, data identified to be made open and the processing required for the data to be suitable for public consumption. During this stage, data is also prepared for publication. This includes consolidating potentially fragmented data into cohesive datasets and cleaning the data. The **amount and quality of data made ready for open publication** during this process can be considered output for the activities in the collection stage.

B. **Open data publication**

The publication stage of the open data value chain concerns the activities related to making the data available to the public and making the public aware of the data. The main output associated with this stage is, again, like in the collection stage, the datasets: the **amount and quality of data made publicly available**. In addition to the data-focused output, the available distribution channels may be considered an output. Linked to the availability of channels and data, the general public’s (increased) **awareness of open data accessibility** may be regarded as an output measure. In addition, or as an alternative if information on awareness is lacking, the direct results of the dissemination activities may be used as output: the number and quality (**n**) of press releases, webinars, etc.

C. **Open data uptake**

Upon entering the uptake stage of the value chain, the focus shifts from supply (availability of data) to demand (use of the data). Activities are undertaken to foster this uptake, then reusers can start to consume the data. One key output of this stage is again the general public’s (increased) **awareness of the potential uses of open data**, which can be seen in the direct result of influencing activities such as training and sharing examples of success stories. Another key output is the **data being accessed** by reusers to potentially develop a new reuse case. Output indicators include the amount of data downloaded.

D. **Open data application**

At the application stage, the uptake of **data presents as a new creation or the data is applied to a new purpose (a new reuse case)**. The data is put to actual use, exploiting the value of the open data. Output indicators include the number and type of applications (reuse cases) using the open data.

---

(§) Quality should be understood as the effectiveness of achieving the objective of creating awareness among the public.
Table 2: Summary of outputs along the value chain

<table>
<thead>
<tr>
<th>Open data value chain</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collection</td>
<td>• Data identified to be made open</td>
</tr>
<tr>
<td></td>
<td>• Data made suitable for public consumption</td>
</tr>
<tr>
<td></td>
<td>• Data prepared for publication, including consolidation and cleaning</td>
</tr>
<tr>
<td></td>
<td>of data</td>
</tr>
<tr>
<td></td>
<td>• Amount and quality of data made ready for open publication</td>
</tr>
<tr>
<td>Publication</td>
<td>• Amount and quality of data made publicly available</td>
</tr>
<tr>
<td></td>
<td>• Available channels for distribution</td>
</tr>
<tr>
<td></td>
<td>• Direct results of the dissemination activities</td>
</tr>
<tr>
<td>Uptake</td>
<td>• Awareness among the public</td>
</tr>
<tr>
<td></td>
<td>• Amount of data being accessed</td>
</tr>
<tr>
<td>Application</td>
<td>• Number and type of applications (reuse cases)</td>
</tr>
</tbody>
</table>

Outcome and impact along the value chain

In addition to output, outcome and impact may also be identified along the value chain. These effects may be observed closer to the value chain’s final stages, where open data uptake and application result in activities and products that change people’s situations and behaviour (50).

A. Open data collection

No outcomes and impacts are identified at this point in the open data value chain.

B. Open data publication

Although making data publicly available is an output of the publication stage, the fact that the data was suitably processed and is of high enough quality to permit publication is an outcome that is realised at the publication stage.

C. Open data uptake

Similarly, the efforts invested at the publication stage to make data discoverable (such as tagging data) manifest in the uptake stage as the ability of users to find relevant datasets. The outputs of the collection and publication stages that put the data in accessible formats manifest in the uptake stage as usable datasets for the user to consume. These are, therefore, outcomes realised at the point of uptake.

---

(50) A typical exception to this situation would be negative impact originating from earlier parts of the value chain where materials and other resources are produced. In the case of open data, this effect is quite limited and considered not significant enough to warrant independent analysis.
D. Open data application

The primary outcome of the open data value chain is the use of data, typically in the form of reuse cases developed, at least partially, using open data. Whereas the existence of reuse cases (i.e. their number and type) is an output of the value chain, the purpose that the reuse case achieves is the primary outcome of the value chain. These outcomes contribute to the impact of open data.

As the range of possible use cases creating outcomes and consequentially impacts is broad, the range of possible outcomes of the open data value change is similarly broad. Moreover, as the possible reuse cases are not limited, the possible outcomes and impacts achieved by these reuse cases cannot be exhaustively presented. The next chapter investigates the outcome and impact of open data in more detail.

As for the size of the outcome and impact, two significant factors determine the size of the outcome of open data and, consequently, its impact. These are (1) the effect of an individual open data reuse (e.g. does a reuse case help improve administrative efficiency significantly or minimally?) and (2) the number of reusers (e.g. is the solution used by a few persons or organisations or by many?). Both factors return in our discussion in the next chapter on the current measurements of outcome and impact and the opportunities to improve them.

As described above, various possible outcomes and impacts have been identified in the literature. Table 3 provides a non-exhaustive overview of possible outcomes and impacts, categorised by impact domain.

Table 3: Examples of outcome and impact in the application phase of the open data value chain

<table>
<thead>
<tr>
<th>Impact domain</th>
<th>Outcome</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>• Improved productivity</td>
<td>• Increased economic output:</td>
</tr>
<tr>
<td></td>
<td>• Increased innovation</td>
<td>○ GDP</td>
</tr>
<tr>
<td></td>
<td>• Better functioning of markets:</td>
<td>○ investments</td>
</tr>
<tr>
<td></td>
<td>○ reduced transaction costs</td>
<td>○ employment</td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td>Improved social services</td>
</tr>
<tr>
<td></td>
<td>• Greater social awareness, collaboration and participation</td>
<td>Improved decision-making by policymakers</td>
</tr>
<tr>
<td></td>
<td>• More effective and efficient policy interventions:</td>
<td>Increased public trust in institutions</td>
</tr>
<tr>
<td></td>
<td>○ prediction and prevention/reduction of the need for interventions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Improved public sector functioning:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>○ improved access to public services</td>
<td></td>
</tr>
<tr>
<td></td>
<td>○ improved public sector efficiency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>○ increased transparency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environmental</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Energy management and efficiency</td>
<td>• Improving environmental management:</td>
</tr>
<tr>
<td></td>
<td>• Improved build environment:</td>
<td></td>
</tr>
</tbody>
</table>
4. Indicators for measuring output, outcome and impact

Identifying potential impact assessment indicators means finding indicators that can simulate the results of impact assessment studies to a certain extent. Examples of indicators for output along the value chain are presented in Section 4.1, and examples of indicators for outcome and impact are presented in Section 4.2.

4.1. List of output assessment indicators

There are two primary sources of indicators: automated indicators and survey indicators. The literature review conducted in the first report of this series, the Rethinking the Impact of Open Data study, summarised that automated indicators can be organised into four main groups, all strongly focused on the data itself and hence closely related to open data output:

1. basic metrics around portal usage and interaction with datasets;
2. metrics for open data APIs;
3. metrics associated with the use of open data in scientific contexts; and
4. metrics associated with mentions of datasets in social networks and other external sources.

In addition to the automated indicators, surveys are another source of potential indicators for an open data impact methodology. As this data is collected in a less automated way, a methodology based on survey indicators may be more labour-intensive but still interesting to explore.

Table 4 summarises examples of indicators that measure output at each stage of the open data value chain. For each output indicator, a description is provided with an indication of how it may relate to assessing the overall impact of open data. Most of the output indicators in Table 4 are based on previous studies or reports, the references of which are included in the last column. Two additional columns are included: ‘difficulty to measure’ and ‘extent of insights’.

‘Difficulty to measure’ refers to the expected difficulty of collecting the necessary data for the indicator. Using three categories, a ‘low’ level of difficulty means data is relatively available, for example, in the form of public data that requires some processing. A ‘high’ level of difficulty means...
that significant efforts would need to be made to obtain the necessary information for that indicator. The ‘medium’ classification falls between the other two categories.

‘Extent of insights’ refers to the indicator’s expected contribution to the impact of open data. A similar three-level classification as for ‘difficulty to measure’ is used. A ‘low’ level of insight means the indicator is expected to provide a poor estimate of the total impact achieved. In contrast, a ‘high’ level of insight means the indicator is expected to give a fair reflection of the overall impact achieved.

The classification of indicators was based on expert judgement by the project team and forms the foundation for a short list of the most promising indicators to be defined and tested in upcoming studies. Indicators that offer a low level of difficulty to measure and a high extent of insight should be considered the most promising indicators for future use. The assessment of measurability and insightfulness of the indicators should also be validated in the upcoming studies.

Table 4: Indicators for open data output

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Description of measurement and its relation to impact</th>
<th>Difficulty to measure</th>
<th>Extent of insights</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability and extent of published data inventories</td>
<td>A data inventory lists the types of data a public sector body gathers. Data inventories support data publication by cataloguing available data (i.e. they are a proxy for the potential number of publications). Data inventories that are more extensive, such as those covering data across various subject areas or that include more data suppliers, are more likely to address the reuse cases imagined by reusers. It can also be informative to know the number of public organisations in a specific area that are obliged to publish their data. Such publication plans should give a more realistic approximation of how much open data can be published yearly. Data for this indicator could be collected through surveys or an analysis of publicly accessible inventories.</td>
<td>Low</td>
<td>Low</td>
<td>ODM (51)</td>
</tr>
<tr>
<td>Number of data suppliers</td>
<td>The number of data suppliers may reflect the topic coverage of data made available, which in turn is more likely to address the needs of reusers. Collected through surveys, the total number of companies supplying data by specific size and location can be calculated. This indicator can be used as a proxy for measuring the percentage of organisations generating data internally and the share of those publishing open data. More data</td>
<td>Medium</td>
<td>Low</td>
<td>IDC and the Lisbon Council (2022) and Asedie (2022)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Description of measurement and its relation to impact</th>
<th>Difficulty to measure</th>
<th>Extent of insights</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proportion of public-sector bodies with civil servants made responsible for open data</td>
<td>Having clear processes and responsible persons for making data openly available within public sector bodies makes it more likely that collected data will be processed and published as open data. Data for this indicator could be collected through surveys or an analysis of the governance structures of open data teams published in government documents.</td>
<td>Medium</td>
<td>Low</td>
<td>ODM</td>
</tr>
<tr>
<td>The proportion of eligible datasets (from the public data inventory) published (metric of scope)</td>
<td>This indicator represents the number of datasets published as a total of all datasets that could be published. Publishing a greater volume of data increases the opportunity for reuse. A proportion is more sensible than an absolute value since different public sector bodies collect different types of data and numbers of datasets. Some datasets cannot be made open; therefore, only eligible datasets from the data inventory should be considered. A relative measure is also important when comparing countries of different sizes.</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Completeness of datasets denoted as high-value datasets (coverage of high-value dataset categories and sub-lists)</td>
<td>This indicator represents the number of datasets published as a total of all datasets that could be published. Publishing a greater volume of data increases the opportunity for reuse. The implementing regulation of high-value datasets provides the scope of eligible datasets.</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Number of real-time datasets published (based on a defined list of expected datasets)</td>
<td>This indicator represents the number of datasets published as a total of all datasets that could be published. Publishing a greater volume of data increases the opportunity for reuse. The open data directive specifically mentions stimulating the publishing of dynamic data. The number of datasets must be relative to some expected or minimum list for comparability between countries.</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Number of geospatial datasets</td>
<td>This indicator represents the number of datasets published as a total of all datasets that could be published. Publishing a greater volume of data</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Indicators</td>
<td>Description of measurement and its relation to impact</td>
<td>Difficulty to measure</td>
<td>Extent of insights</td>
<td>Reference</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>published (based on a defined list of expected datasets)</td>
<td>increases the opportunity for reuse. Geodata is covered in the implementing regulation of high-value datasets and previous directives such as Inspire (2). The number of datasets must be compared to some expected or minimum list for comparability between countries.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of metadata on the national portal that is DCAT-AP compliant in terms of mandatory classes</td>
<td>Better described data that is of higher quality is more likely to be reused. An indicator of metadata quality based on compliance with a metadata standard could be automated. For example, data.europa.eu can analyse the metadata it harvests from its data providers.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM, Metadata Quality Assessment (MQA) (3)</td>
</tr>
<tr>
<td>Percentage of metadata on the national portal that uses DCAT-AP recommended classes</td>
<td>Better described data that is of higher quality is more likely to be reused. An indicator of metadata quality based on compliance with a metadata standard could be automated. For example, data.europa.eu can analyse the metadata it harvests from its data providers.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM, MQA53</td>
</tr>
<tr>
<td>Percentage of metadata on the national portal that uses DCAT-AP optional classes</td>
<td>Better described data of higher quality is more likely to be reused. An indicator of metadata quality based on compliance with a metadata standard could be automated. For example, data.europa.eu can analyse the metadata it harvests from its data providers.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM, MQA</td>
</tr>
<tr>
<td>Percentage of datasets on the national portal that consistently use uniform resource identifiers</td>
<td>Uniform resource identifiers make it easier for search engines and data catalogues to index and discover open data resources, facilitate proper citation and attribution and contribute to the long-term accessibility of open data. Well-catalogued data is more likely to be discovered and be easier for reusers to work with. To measure, data.europa.eu can, for example, analyse the metadata it harvests from its data providers.</td>
<td>Low</td>
<td>Low</td>
<td>ODM, MQA</td>
</tr>
<tr>
<td>Percentage of datasets that link to other</td>
<td>Linked data is structured data which is interlinked with other data so that it becomes more useful through semantic queries. A dataset with many links</td>
<td>Medium</td>
<td>Medium</td>
<td>ODM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Description of measurement and its relation to impact</th>
<th>Difficulty to measure</th>
<th>Extent of insights</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>renowned sources to provide additional context for the user</td>
<td>to other sources indicates higher use and renown. However, there is no consensus on how to represent this type of information in the DCAT-AP metadata associated with the dataset, and commonly, this is represented as part of the dataset description.</td>
<td></td>
<td></td>
<td>ODM</td>
</tr>
<tr>
<td>Quantification of the currency and completeness of metadata (such as based on a defined list of expected datasets that should be updated regularly or with real-time data)</td>
<td>Data that is up to date and time series that are complete and provide an extensive history are more useful to reusers than out-of-date and fragmented datasets. This information may be calculated automatically from the metadata. However, each dataset has a different update frequency and a different historical backlog that is sensible. For example, GDP data may be useful on a quarterly basis, but weather data may be required on an hourly time scale. Decades of historical data may be needed to make accurate weather models. Therefore, definitions of ‘current’ and ‘complete’ must be established.</td>
<td>Medium</td>
<td>Medium</td>
<td>ODM</td>
</tr>
<tr>
<td>Percentage of datasets with accompanying licenses</td>
<td>Datasets with clearly defined licensing conditions are more likely to be reused. An indicator of metadata quality could be automated. For example, data.europa.eu can analyse the metadata it harvests from its data providers. To be automated, the license needs to be in a structured format.</td>
<td>Low</td>
<td>Low</td>
<td>ODM, MQA</td>
</tr>
<tr>
<td>Number of datasets accessible through API/SPARQL endpoint (such as based on a defined list of expected datasets where API distribution is needed for utility) and the responsiveness of API requests (download speed)</td>
<td>APIs make it easier for reusers to access and integrate datasets into their applications, software, or analysis tools, reducing the barrier to entry for utilising the data. However, some datasets may not benefit from API access. Therefore, it is helpful to consider the proportion of datasets with API access where it makes sense to have this functionality. To serve users, API calls must also be processed at high speeds. APIs are queried programmatically and are, therefore, amenable to automation.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM</td>
</tr>
<tr>
<td>Indicators</td>
<td>Description of measurement and its relation to impact</td>
<td>Difficulty to measure</td>
<td>Extent of insights</td>
<td>Reference</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------------------------------------</td>
<td>-----------------------</td>
<td>--------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Percentage of datasets available in machine-readable formats</td>
<td>Machine-readable formats facilitate interoperability and enable automated processing of data. Therefore, the format of the data is a measure of its accessibility for reuse. Publication formats may be checked automatically.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM</td>
</tr>
<tr>
<td>Number of events, number of attendees or hours of training</td>
<td>Events that promote open data or teach reusers skills to use the data increase the likelihood that reusers can and will develop reuse cases with open data.</td>
<td>Medium</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Number of editorial activities (e.g. number of news pieces) or usage statistics (such as the number of web views, number of reactions, etc.)</td>
<td>Editorial content and social media that promote open data increase the likelihood that open data will be used. In addition to the quantity of such content, engagement with the content provides information on its reach. However, it is more difficult to measure engagement due to a lack of public accessibility to usage statistics.</td>
<td>Medium</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Open data uptake</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portal traffic (e.g. in terms of the number of unique visitors, visitor profiles, percentage of machine traffic, number of downloads according to the number of datasets)</td>
<td>More visits and downloads reflect more data being used. Given that search terms or datasets may be categorised into topics, it may be possible to automatically identify which ones relate to impact domains. This type of data is commonly provided on many open data portals and must be generated by data publishers and intermediaries. The information on downloads and visits may be collected at the level of individual datasets or at an aggregated level. The difficulty is getting permission to access the statistics if no public dashboard exists.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM</td>
</tr>
<tr>
<td>API usage statistics, such as the number of queries</td>
<td>Increased data consumption, as measured by API calls, reflects more data being used. These statistics may commonly be offered as comprehensive logs from the servers that provide the APIs, which would need to be further processed to generate the aggregations that show how many requests were made, with what frequency, for which specific type of data, etc. The difficulty is getting permission to access the statistics if no public dashboard exists.</td>
<td>Low</td>
<td>Medium</td>
<td>ODM</td>
</tr>
<tr>
<td>Indicators</td>
<td>Description of measurement and its relation to impact</td>
<td>Difficulty to measure</td>
<td>Extent of insights</td>
<td>Reference</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>--------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Query history for dataset search in open data portals</td>
<td>Increased data searches reflect a potential increase in interest in open data reuse. Similar to the one on API logs, this case would consist of a log of the search queries submitted to the portal.</td>
<td>Medium</td>
<td>Medium</td>
<td>Publication Office of the European Union et al. (2020) (4)</td>
</tr>
<tr>
<td>Usage of standard reference or authority tables in a dataset (e.g. EU vocabularies authority tables)</td>
<td>These tables usually facilitate data integration. Their use may reflect the actual use of the data and, if so, could form an indication of the number of reuse cases. This indicator would be constructed by checking references to authority tables in the descriptions of the datasets (similarly to the case of vocabularies) or by inspecting all datasets and identifying references to values from authority tables there (which is more costly).</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Open data reusers</td>
<td>The total number of reusers should reflect total use. This indicator gives an idea of the number and share of companies using data (see, for example, studies in footnotes 267, 278 and 289). Tracking down which entities specifically use open data can be more complex than for data in general. Studies undertaken by data.europa.eu (footnotes 26 and 41) and Deloitte (footnote 38) have tried to estimate the total number of users based on survey data.</td>
<td>Medium</td>
<td>Medium</td>
<td></td>
</tr>
</tbody>
</table>

| Open data application                                                                 |
| Number of reuse cases (success stories) showcased on the national portal (5) | Integration of open data into services, products or processes is a clear example of a reuse case. While not wholly representative of the total scope of reuse cases, registration of reuse cases is one of the most direct reflections of the total reuse cases that can be computed automatically. Reuse cases can be categorised in impact domains (e.g. sociopolitical, economic, environmental). Automatically attributing reuse cases to impact domains depends | Medium | High | ODM, PwC (2017) |


(5) For stricter measurements, a timeframe could be specified to include only recent reuse cases or there could be a requirement that the reuse case is being actively used. Using the showcase as a source of reuse cases relies on the national portal having a systematic approach for gathering and classifying reuse cases.
<table>
<thead>
<tr>
<th>Indicators</th>
<th>Description of measurement and its relation to impact</th>
<th>Difficulty to measure</th>
<th>Extent of insights</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>on tags used by open data portals to clarify their reuse cases.</td>
<td></td>
<td>Low</td>
<td>Medium</td>
<td></td>
</tr>
<tr>
<td>Explicit references to datasets used</td>
<td>The number of citations of open datasets that reflect use, such as in references in scientific literature or other credible claims ((^{(*)})). For example, data.europa.eu assigns persistent identifiers to all datasets and has a data citation button that displays information to cite datasets. Resources like Google Datasets Search offer automation of citation counts. However, some sources, like news media, do not use citations and will not be included automatically in citation statistics.</td>
<td>Low</td>
<td>Medium</td>
<td>European Commission et al. (2023) ((^{(*)}))</td>
</tr>
<tr>
<td>Use of open-source code that uses datasets, processing them for creating other datasets or generating added-value services.</td>
<td>Open-source code using open data may serve as an indication of the total amount of reuse cases. A dataset may be constructed by crawling GitHub or SoftwareHeritage repositories, looking for URLs that reference datasets from open data portals.</td>
<td>High</td>
<td>Medium</td>
<td>European Commission et al. (2023)</td>
</tr>
</tbody>
</table>

As can be observed from the table, indicators at the earlier parts of the value chain (i.e. collection and publication), where the focus lies on the supply of datasets, are typically easy to measure but also provide a low to medium level of insight. The underlying rationale is that impact is generally generated from the uptake of open data, while the supply does not necessarily reflect the uptake. Similarly, the indicators at the later phases of the value chain (i.e. uptake and application) are expected to better reflect the total impact.

Based on Table 4, the most promising output indicators, combining relatively low difficulty in measurement and relatively high extent of insight, are:

- number of reuse cases (success stories) showcased on the national portal;
- explicit references to datasets used;
- portal traffic; and

\(\(^{(*)}\)\) By credible claims we mean sources such as academic and scientific publications, use cases, mainstream media and other accredited online sources that explicitly attribute certain impacts to open data released by a country’s government.

API usage statistics, such as the number of queries.

These indicators are proposed to be further validated and tested in upcoming studies.

4.2. List of outcome and impact assessment indicators

In addition to the output indicators described in the previous section, indicators related to outcome and impact may be considered. It should be noted that the outcome and impact of open data are typically achieved in reuse cases (see also Section 2.2 on the open data value chain).

One prominent observation when exploring possible indicators for outcome and impact is that open data can be applied for a wide range of reuse cases and, consequently, may impact a wide range of economic, social and environmental domains. Even within domains, many potential impacts may be defined. In addition, an individual open dataset may be used for several reuse cases that realise outcomes and impacts in different domains. This makes it challenging to provide a comprehensive list of outcomes and impact indicators in this report. Instead, any specific study aiming to assess the impact of open data should define the domains it wants to focus on and tailor the impact indicators to the object of investigation.

Given this methodological restriction, it would be an awkward and nearly impossible task to provide a complete list of indicators for each possible aspect of the impact of open data. Instead, this section describes the main categories of impact and potential indicators that may be relevant for each category. The list of possible indicators presented in the tables below – one table for each of the three impact categories: economic, social and environmental – should be considered as inspiration for defining specific indicators for studies, but they are non-limitative.

The examples in the tables below are drafted based on insights from other studies. As open data impact assessments have primarily focused on the economic impact of open data, the inspiration for social and environmental impact indicators has been drawn from studies outside open data impact assessments.

Finally, similar columns on the difficulty to measure and extent of insights, as used for outcome indicators, are lacking here. The measurability of indicators depends on tailoring the indicators to the specific domain on which the impact assessment focuses. A single indicator, such as (impact on) market size, may be either easy to measure or difficult to measure depending on whether the sector subject to investigation has been predefined as one of the sectors in the records in the national statistical offices. Defining the extent of insight is irrelevant for indicators already focused on output and impact.

Economic domain

Nearly all reports that study the impact of open data focus on the economic impact. As such, previous studies have identified a wide range of possible impacts and outputs. See Table 5 for this overview and possible indicators to quantify the impact and output.
### Table 5: Indicators for economic outcome and impact of open data

<table>
<thead>
<tr>
<th>Outcome/Impact</th>
<th>Description of the outcome/impact and data sources for related indicators</th>
<th>Example indicators</th>
</tr>
</thead>
</table>
| Gross domestic product (GDP)                        | GDP may be considered one of the key elements in the economic domain, reflecting the total value of economic activity achieved within a region. This information may be broken down by sector, with a primary focus dedicated to sectors where open data is expected to have the most significant impact. Information on GDP and related indicators is typically readily available at national statistical offices. | • Economic output from (digital) sectors  
  • Market size  
  • Rate of sector growth  
  • Gross value added |
| Employment                                           | Employment is closely related to GDP, with an increase in GDP being at least partially reflected in an increase in employment. Open-data-related impact on employment may be expected in high-value jobs like data analysts, with indirect effects observed within the broader employment domain. Employment data is readily available at national statistical offices. | • Total number of jobs (number of full time equivalents [FTE])  
  • Number of new jobs created  
  • Number of new high-value jobs created  
  • Number of sectors in which jobs are created  
  • Number of new jobs created in high-value sectors |
| Productivity                                         | Productivity is the other form in which an increase in GDP may be reflected. Productivity gains may be expected via efficiency improvements. Much information on productivity is available at national statistical offices. | • Total-factor productivity / multi-factor productivity  
  • Labour productivity |
| Innovation                                           | Open data offers a strong foundation for innovation, notably via the reuse cases it facilitates. With the development of new products and services (or improvement of existing ones), higher value output is created, reflecting a higher societal value. National statistical offices often collect information on innovation. | • Number of new products and services  
  • Number of improvements to existing products and services  
  • Number of firms using open data  
  • Growth of firms using open data  
  • Number of registered developers of apps using open data |

In addition to the main categories listed in the table above, other, mostly output-related, categories may be considered, such as ‘reduced transaction costs’ and ‘better functioning of markets’. While
these categories do contribute to the realisation of the main impacts listed in the table above, operationalising these categories is challenging due to the lack of clear indicators, especially those attributable to open data. Nonetheless, these categories may be explored regarding their viability for an impact assessment focused on the economic impact of open data.

**Social domain**

There is limited research into the social impact of open data. Based on the limited studies conducted, the following categories of social impact and example indicators may be developed (see Table 6) (58).

*Table 6: Indicators for social outcome and impact of open data*

<table>
<thead>
<tr>
<th>Outcome/impact</th>
<th>Description of the outcome/impact and data sources for related indicators</th>
<th>Example indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved public sector functioning, including: • improved access to public and social services • improved public sector efficiency</td>
<td>Similar to how open data supports commercial innovation (see Table 5), open data may be used by (suppliers to) governments to develop products and services that improve government social services. While there is no comprehensive overview of the quality levels of social services provided, there are periodic monitors for (some of the) services provided (59).</td>
<td>• Ease of access by citizens to healthcare facilities, educational facilities and other public facilities • Public sector procurement • Effectiveness of public service provision</td>
</tr>
<tr>
<td>Improved decision-making by policymakers</td>
<td>Improved decision-making includes more effective and efficient policy interventions and prediction and the prevention/reduction of the need for interventions. With open data more readily available, decision-makers will have a broader base of information on which to base their decisions, which should lead to improved decision-making. Assessing the quality of a decision-making process is much more complex than testing the quality of products or services. Obtaining objective measures on the quality level is expected to be difficult. As an alternative, subjective impressions on the quality of decision-making may be used.</td>
<td>• Perception of quality of decision-making</td>
</tr>
</tbody>
</table>


(59) See, for example, Capgemini’s annual eGovernment benchmark.
Increased public trust in institutions

Public trust is closely associated with the population’s perception regarding the decisions taken by institutions. As such, it is related to the previous category on improved decision-making by policymakers. However, decision-making may focus more on operational aspects, and public trust is strongly connected to more abstract concepts like fairness and equity. Since objective measurement of such concepts is nearly impossible due to a lack of assessment criteria, using a subjective assessment may be the most viable approach. Hence, a public survey is considered the primary source of this information.

As the social domain covers the full range of interaction between citizens and governments, the range of impacts realised may be correspondingly large.

Environmental domain

The environmental domain covers different aspects, such as the climate, the natural environment, available energy and raw materials, and flora and fauna. Significant challenges related to the environmental domain include the transition to green energy and sustainable mobility. Table 7 summarises examples of indicators that may be developed.

Table 7: Indicators for environmental outcome and impact of open data

<table>
<thead>
<tr>
<th>Outcome/Impact</th>
<th>Description of the outcome/impact and data sources for related indicators</th>
<th>Example indicators</th>
</tr>
</thead>
</table>
| Energy management and efficiency       | Energy management concerns the planning and operation of energy production and energy consumption, while energy efficiency relates to the development of energy usage. For both, sufficient data should be available at statistical offices or in publications of regulators in the energy sector. | • Levels of energy use  
• Frequency and size of energy market mismatches  |
| Reduced environmental emissions        | With the current attention to global warming and the role of greenhouse gasses, such as CO₂ and nitrogen oxides (NOₓ), reducing emissions of these gasses is considered highly impactful to reduce the strength of climate changes. Due to the current attention, ample information about emissions is available in the public domain. | • Level of CO₂ emissions  
• Level of NOₓ emissions  |
| Improved built environment | In the built environment, quality of life is one of the major concerns, especially in densely populated areas. Challenges like heat stress, floods and air quality may be addressed by cities, for example, by transforming into a smart city with the application of various open data-supported reuse cases. Data in the domain of the built environment is often publicly available or (going to be) measured by cities. | • Heat stress levels  
• Floodings  
• Air quality |
| Environmental resilience | Linked to the challenges in (and outside) the built environment is environmental resilience, meaning how those challenges are addressed, either beforehand in the form of prevention schemes or afterwards in the form of response to incidents. Although information on these topics should be available, the accessibility of that information may be a challenge. Surveys among selected target groups, such as local and regional government, may be a valuable source of this information. | • Number of flood prevention schemes and other natural disaster prevention schemes  
• Responsiveness to environmental emergencies / effectiveness of disaster prevention schemes  
• Number of citizen-led environmental initiatives |
| Mobility transition | One of the major drivers behind the mobility transition is the positive environmental impact that can be achieved by altering transport modes, particularly from private to public transport. Public data on transportation is readily available. | • Substitution of less impactful forms of transport  
• Reduced traffic due to better planning and monitoring |

Especially with the environmental challenges identified in the past decades, the range of indicators to be included in any environmental impact assessment may be subject to change.

5. Reflections and conclusion on indicators for open data impact

This section concludes with the outlook of using indicators (such as the examples provided in this study) to improve the measurement of open data impact, to be validated and tested in upcoming impact assessment studies or pilots. In addition, some reflections on the future testing of these indicators are provided.

5.1. Priority of the different automated indicators

Numerous examples of output, outcome and impact indicators are available, each offering a different extent of insight into the impact of open data and having a different difficulty in measuring.

A future impact methodology could compile a hierarchy of indicators, giving them different weights based on their relationship to impact. The aim would be to calculate a total impact score from a
hierarchy of output metrics based on the scale of importance of each indicator. Such a scheme must first be established. Indicators that are easier to measure and offer the most insight into impact are the most ideal for a future impact methodology.

When selecting indicators, a distinction can and should be made between output indicators on the one hand and outcome and impact indicators on the other hand. Output indicators are closest connected to the value chain (described in Chapter 2), but the link with impact is less direct. For outcome and impact indicators, the situation is precisely the opposite. The link with impact is strong, but the contribution of the open data to the selected indicators becomes more difficult to measure.

Of the identified output indicators, the indicators linked to open data reuse or reuse cases are the strongest proxy for assessing the added value provided by open data reusers. The next best indicators are those that reflect actual data reuse, for example, the types and amount of data downloaded and the number of downloaders. This actual data reuse might reflect the actual number of applications developed with the open data. The subsequent best indicators are those related to the need for open data, such as search requests, which estimate the potential demand for open data. Finally, supply-side indicators, such as the quality of metadata and the quantity of datasets made available, are weaker predictors for demand-side developments. Among the most promising output indicators in terms of data availability and expected weight in explaining impact are:

- number of reuse cases (success stories) showcased on the national portal;
- explicit references to datasets used;
- portal traffic; and
- API usage statistics, such as the number of queries.

Several of these and other output indicators can be automated. For example, the number of datasets released annually could be checked automatically. While the number of released datasets may have a low influence on impact, it is still an important output. Measuring how many high-value datasets are published is even more critical. Furthermore, if published datasets have good quality metadata, are linked to the vocabularies, have APIs, open licenses, CC BY 4.0 or alike, they have a chance to create a more significant impact. Automated measurements regarding metadata quality could be related to data.europa.eu’s current metadata quality assessment methodology (see footnote 55).

Outcome and impact indicators are wide-ranging and should be defined based on the specific needs of the organisation conducting the assessment. To operationalise this, a future impact assessment methodology should start by defining which outcomes and impacts are of interest to the organisation requesting the assessment. For example, an EU-wide methodology from the perspective of the Commission should be flexible enough to meet the needs of multiple Directorates-General, which monitor several Commission priorities and targets. Detailed indicators can be developed once the priorities and targets have been set. Chapter 4 contains example indicators for three domains: economic, social and environmental.

Once the complete list of indicators for a specific impact assessment has been developed, a further review of the data sources and opportunities for the automation of data retrieval and analysis can be explored as a first step toward creating an automated monitoring dashboard. For many of the indicators, public data sources have been identified. However, non-public data sources are considered necessary for some indicators, most notably surveying a target population.
For the (automated) analysis of impact, it should be noted that causality between open data and impact needs to be established. The effect generated by open data should be isolated from other exogenous effects.

5.2. Privacy considerations
Most of the indicators identified above would be collected and evaluated using cookies or comparable techniques. In this context of monitoring and evaluating the access and use of open datasets, the central question will be whether the use of the indicators referenced above will satisfy the requirements of European privacy and data protection law, mainly Regulation (EU) 2016/679 (60), and Directive 2002/58/EC (as amended) (61). For example, indicators can be deployed and collected but may require the active consent of users. It is worth underlining that all indicators could conceptually be used if prior active consent is sought. In addition, there are low-risk cases where prior consent can be skipped in the case of first-party cookies used for anonymous, aggregate statistics used under specific assumptions and safeguards. In general, indicators selected in a future impact methodology would need to be assessed for their privacy impacts. Some key privacy impacts of using automated indicators are summarised in Table 8.

Table 8: Privacy impact assessment of automatic indicators

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Privacy impact assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics of consumption of API calls</td>
<td><strong>Low impact.</strong> Can be measured with first-party cookies; no substantial risks.</td>
</tr>
<tr>
<td>Number of downloads and visits for each dataset</td>
<td><strong>Low impact.</strong> Can be measured with first-party cookies; no substantial risks.</td>
</tr>
<tr>
<td>Aggregated number of downloads and visits for each dataset on the different portals</td>
<td><strong>Medium impact.</strong> Requires cross-domain linking. Can be done without, however, using tracking technologies or re-linking findings to individual users.</td>
</tr>
<tr>
<td>Query history for dataset search in open data portals</td>
<td><strong>Medium impact.</strong> Arguably, it no longer falls under statistical/aggregate analysis but qualifies as user profiling, requiring consent. The concern is removed if only statistical and fully anonymised information on searches is retained – i.e. no links to an individual user, only aggregate search statistics across all users.</td>
</tr>
<tr>
<td>Explicit links among datasets and with existing vocabularies</td>
<td><strong>Low impact.</strong> Can be measured without any reference to users – tracks datasets, not users.</td>
</tr>
</tbody>
</table>
| Availability of datasets in other general-purpose or community-specific services | **High impact** if implemented through user monitoring.  
**Low impact** if implemented merely by tracking datasets themselves rather than users. |
| Explicit links among datasets and with existing vocabularies             | **Low impact.** Can be measured without any reference to users – tracks datasets, not users. |

<table>
<thead>
<tr>
<th>Generation of persistent identifiers and times that a dataset is referenced in scientific literature</th>
<th><strong>High impact.</strong> Conceptually, it would appear to track datasets rather than users (which would make it low impact). However, the description also mentions tracking its usage by individuals outside of the portal (literature, social media, conferences), thus implying extensive monitoring at the individual level that seems hard to justify from a data protection perspective.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of additional reuse cases for political impact, the difference in the number of reuse cases with open data publishers, and concrete impact or revenues generated by reusers of open data intermediaries</td>
<td><strong>High impact,</strong> since this again implies extensive monitoring at the individual level outside of the portal itself, which is hard to justify from a data protection perspective.</td>
</tr>
</tbody>
</table>

The privacy considerations listed should be considered when drafting a specific approach for the automated monitoring of impact indicators.

### 5.3. Conclusion

Drawing on the insights from the previous chapters and sections, the conclusion is that various indicators for measuring the impact of open data have been identified, with many of these indicators having potential for automation. It should be noted that the options presented offer guidance and attempt to be realistic. However, this does not mean everything may be achieved immediately. In some cases, cooperation from third parties may be necessary, while constraints on time and resources may exist for other options.

Moreover, the suitability and relative importance of each indicator still need to be tested in practice. Once tested, the relative importance of each indicator can be determined, with the quantified results providing the basis for a hierarchical scheme of (automated) indicators related to impact in varying degrees. These tests, to be conducted in a future study or pilot, will also offer insight into the viability of an automated monitoring tool.